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Role of the JTRS Infrastructure
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Deployment of the JTRS Infrastructure
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» APIs and Standards Approved by the JTRS Interface Control Working Group
» APIs Include Interfaces to Radio Hardware and Services such as Ethernet Device or Serial Port Device
» SCA 2.2.2 with extensions
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JPEOQO Interface Control Working Group
(ICWG) Organization

*The ICWG Voting Members are
reSpon.Si ble for: . ICWG Chair: ICWG Support:
*Reviewing/evaluating APIs and Voting Members IPEO Appointment JTRS Stendiaros
SARsfor technical, cost, schedule,
impacts across the entire JTRS
enterprl%’ GI!/IR AI\|/IF MIDS-J HMS NED
-Partl Ci paII ng | n SCthUl ed meetl ngS Representative Representative Representative Representative Representative
to provide representation required to
support disposition of changes,

oServing as avoti ng member on the NSA MUOS EM FIA22 Other Programs of
Representative Representative Representative Representative Interest Approved by the
ICWG. IPEO
*The ICWG Non-Voting Members Non-Voting Members
are responsible for:
© Re\/| eN| ng/e\/al uatl ng API S and Company A Company B Company Approved

Representative Representative o 06 o by the JPEO

SARs for technical, cost, schedule,

impacts across their representative
programs,

Participating in scheduled meetings
to provide representation required to
discuss disposition of changes;
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How the JTRS Infrastructure is Being
Defined

22-23 May 2007 ‘

First set of Public APIs
ICWG 27-28 February 2006
IOWG Sixth Set of JTRS APIs SCA Extensions
12-13 December 2006

ICWG Fifth Set of JTRS APIs
17-19 October 2006

ICWG
ICWG 1-2 August 2006
23-24 May 2006 A 2.2.2
: : ICWG SCA 2.2.
Technical Presentation 15 May 2006
8 May 2006 Fourth Set of JTRS APIs

ICWG Third Set of JTRS APIs
18 April 2006
Software Forum ICWG Second Set of JTRS APIs
14 Feb 2006 28 Mar 2006
ICWG Extended AudioPort API
2 Feb 2006
First Set of JTRS APIs

Software Summit
6 Dec 2005 Software Summit Software Summit MHAL Meeting
22 Sept 2005 1 Sept 2005 28 July 2005
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Public JTRS APIs

 Primitive APIs provide messaging
and signaling interfaces used by the
more complex APIs.

» Complex APIs define radio devices
and services

JTRS Public APIs

Primitive APIs
Device 10 Device IO Device 10 AP Device Packet Device Packet
Control API Slgnals API API Signals API
Device Simple Device Simple Device Message Packet AP JTRS CORBA
Packet API Packet Signals API Control API Types
Complex APls
Ethernet Device Serial Port Audio Port Vocoder Service Modem Hardware Abstraction
API Device API Device API API Layer (MHAL) API
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Scope of JTRS APIs

« JTRS APIs are primarily defined from a JTR Set
waveform/application perspective. Operating Environment (OE)
* Intent is to enable portability of |
waveforms and applications, not the radio Operator System
operating environment (OE). Control Control
* Interfaces which do not touch applications
are permitted to be set-specific. HMI c
« Goal isto alow the radio set to be Service 2
developed without restrictions on _8
transport and hardware design, but Modem Modem _%
facilitate reuse of waveforms and H ardwareH Device <
applications. c
® o
® ©
® ©
Audio Audio =
Hardware Device
Set-Specific Standardized
Interfaces JTR Set APls
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Format of JTRS APIs

» Goal isto enable portability and
reusability across afamily of radios

differing in size, mission, and capabilities.

» APIs have abase or mandatory interface
for aradio service or device.

 Optional or extended capabilities are
defined in aggregated API extensions.

* A radio is permitted to any or none of the
extensions as required to support a
waveform/application.

Example of APl with Base and Extension

=
% IMAP (Optional)
2
=
- POP3 (Optional
Port % (Optional)
Connections &
T o
2%
5 8
S =

Joint Tactical Radio System (JTRS) Standards
Application Program Interface (API)

Base APL........c e e e
A1 Introduction

A2 Services

A3 Service Primitives and Attributes
A4 IDL

A.5 UML

Appendix A.B  Performance Specification

2T =Y 1 11 o o T
B.1 Introduction

B.2 Services

B.3 Service Primitives and Attributes
B.4 IDL

B.5 UML

Appendix B.A  Abbreviations and Acronym
Appendix B.B  Performance Specification
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Design Patterns and
Strategies of JTRS APIs

Aggregation Extensions
* The JTRS community developed several LocationDerce -, } \Ap Ontona)
design patterns and strategies for the - =
APls. | =g } Sp—
* First consideration is separation of radio —tortace e race Connectons | R
operating environment (services and E 23
devices) from the waveform applications. | m &2
« Second consideration was the strict Peprecation N |
limitation of visibility/control. o T =xplicit Enumeration
» The other design patterns and strategies tartTonel) e Eechvan RATL_POP - HATL BASE + 1
support scalability and extensibility, ARG

enabling portability and reuse across a
family of radios.

Deprecated +stopAllTones()
—;b +beep()

Least Privilege

«interface»
CF::Resource

X

Port Overloading

Location:deviceControl

»|]

| LocationDeviceControl provides_port U

P Location:position =

- LocationDevicePosition uses_port L
Device User Location
(Waveform) o Location:alert Device

iy LocationDeviceAlert uses_port D

Location:auxPositionData
B >l |
t

LocationDeviceAuxPosition provides_port

Discrete Port Example

<<Module>>MailService
Location:position
M. Location:alert
’ BeviEalisr B LocationDevice uses_port D A
(Waveform) 4 Device
| | i
«interface» <<interface>>| | <<interface>> Location: deviceControl
Base POP3 IMAP ! Location::auxPositionData »
LocationDevice_provides_port
. . . . . ) | R E |
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JTRS Packet API

» Packet API isrecommended for new AP
implementations.

» Consists of abase interface with two
extensions for flow and empty signaling.

 Supports two data types — unsigned short
and octet. <<CORBAModule>>
Packet
Extensions
I Base
«interface»
«interface» | OctetStream
EmptySignals . +pushPacket()
+signalEmpty() | —
«interface»
UshortStream 4 «interface» «interface»
i +pushPacket() -[> PayloadControl PayloadStatus
«interface» +setMaxPayloadSize() +getMaxPayloadSize()
Flf)wControI +setMinPayloadSize() +getMinPayloadSize()
+spaceAvailable() «interface» +setDesiredPayloadSize() +getDesiredPayloadSize()

+enableFlowResumeSignals()

FlowUshortStream

+pushPacket()

«interface» |
FlowSignals

«interface»

FlowOctetStream

+signalResume() |

+pushPacket()

«interface» |
EmptyControl :

+enableEmptySignals() |
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+setMinOverride TimeOut()

+getMinOverride Timeout()
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Example APl —Vocoder Service

 The Vocoder Service Raw Audio
encapsulates vocoding Sii‘i“p'es
capabilities that are common GPP Processor
across all waveforms and ], Pecketpayioadcontol = I ]
) L 7 ||

( Packet::UshortStream

applications. E '—’E Decode;”
» The Vocoder Service supports \
|loopback operations, provides

for the transfer of Companent ooder Audio Por
encoded/decoded bit streams to - oo /“;',__ .
and from the %rVI Ce U%r’ and Packet::OctetStream IA ” Encode Packet::UshortStream
defines operations to select H
algorithms supplied by the
vocoder. e

» The base Vocoder Service and Stream

codec extensions require an
implicit or explicit connection
with the AudioPortDevice API.
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= UML Depiction of t

ne Vocoder Service API
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<<Interface>>
Ctrl

(from Vocoder)

getLoopback()
setLoopback()
getAlgorithmsSupported()

getTxAlgorithm()
getRxAlgorithm()
setTxAlgorithm()
setRxAlgorithm()

abortTx()
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1]
<<CORBAModule>>
Vocoder
<<Interface>> <<Interface>>
PayloadControl PayloadStatus
(from Packet) (from Packet)
. setMaxPayloadSize() = getMaxPayloadSize()
. setMinPayloadSize() . getMinPayloadSize()
= setDesiredPayloadSize() = getDesiredPayloadSize()
- setMinOverrideTimeout() = getMinOverrideTimeout()

]

<<Interface>>

VocoderPacketProducer
(from Vocoder)

7

<<Interface>>

OctetStream
(from Packet)

¥ pushPacket()

7

<<|Interface>>

VocoderPacketConsumer
(from Vocoder)
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Extensions of Vocoder Service
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1

<<CORBAModule>> ﬂ

<<Algorithm>>

-ALG_SPEEX

<<Interface>>
LPC

(from Vocoder)

<<Interface>>
MELP

(from Vocoder)

<<Interface>>
CVSD

(from Vocoder)

<<Interface>>
PayloadStatus
(from Packet)

<<Interface>>
PayloadControl
(from Packet)

= configureLpc()
¥ getLpcConfig()

] configureMelp()
¥ getMelpConfig()

= configureCvsd()
¥ getcvsdConfig()

= getMaxPayloadSize()

getMinPayloadSize()

¥ getDesiredPayloadSize()
¥ getMinOverrideTimeout()

setMaxPayloadSize()
setMinPayloadSize()
setDesiredPayloadSize()
setMinOverrideTimeout()

7

<<Interface>>
UshortStream
(from Packet)

= pushPacket()

]

<<Interface>>

SampleStream
(from Audio)

7

<<Interface>>

AudioSampleStream
(from Vocoder)

i

<<Interface>>
SampleStreamControl
(from Audio)

r

<<Interface>>
AudioSampleControl
(from Vocoder)
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MHAL API

 The MHAL API specifies MHAL Communication Service:

*Allows one Computational Element (CE) to access any of the other CEs
*Provides the message transport and an abstract message routing function

MHAL GPP [n*]

MHAL FPGA Library [n*]

Computational Element

Component Component
A B

Component
A

=
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Computational Element

Component
B

MHAL DSP Library [n*]

Module A % Module B

Computational Element

% MHALDevice MHAL Entities Fu':m;'ns
A
A
Platform Specific Platform Specific Platform Specific
Transport Transport Transport
RF Chain Commands
RF Cosite Antenna
Amplifier L Resource Resource
C ce
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MHAL for FPGAS

Concept is to Provide
a Common Host
Platform for the
Waveform/
Applications on any
JTR Set

JTRS Standards do
not Specify Internal
Waveform Interfaces

/

JTRS Standards
Specifies the User
Interfaces Between
the Waveform and
the Hardware

N
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Waveform
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Waveform

MHAL API
MHAL API

MHAL Entity
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Waveform
Component 4
Waveform
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/
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Platform-Specific
Transport Interface

the JTR Set

W An FPGA Library of JTRS Standards Do
MHAL FPGA MHAL Entities is Not Specify Internal
Library Provided as Part of Connections

JTRS Standards do
not Specify the
Implementation

JTRS Standards Do
Not Specify the
Transport

MHAL Defines Connections Between Waveform Components and External Components,
Transport is Not Specified.
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MHAL RF Chain

 The MHAL RF Chain Coordinator API consists of a set of sink and source functions that provide
for coordinated control of a JTRS Communications Channel’s RF resources.

» The Chain Coordinator also abstracts high-level commands into the primitive forms that might be
required by the radio hardware.

* RF Chain Coordinator and Trandators are optional.

%)
&)
>
3]
LC
GPP T | DSPIFPGA
1. RFC_Channel Frequency/() E RF Chain >
* O Wim Coordinator | 5 RFC_Channel Frequency
Wim Q Component(s)
L
Component(s) 4 * 4.1 RFC_Channel Frequency
« |3. RFC_Channel Rrequency
‘ Synthesizer Antenna | |
Translator Translator
MHAL
Device | | E MHAL <& | 5.1 SynthesizerFrequency
comm | = 5.2 AntennaFrequency

6.2 AntennaFrequency
_>

Frequency Antenna
Synthesizer

6.1 SynthesizerFrequency *
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MHAL Communication Service

The MHAL Communication Service is provided by the MHAL Communications Function

(MHAL_Comm) working in conjunction with the MHAL Interface Components.

provide the message
transport

Computational Element

Waveform Waveform
Component Component
#1 #n

%MHAL interface |\ comm <

Components

Platform-Specific Transport

O

=

If communicating within the same MHAL CE it is not required to use
the MHAL Communications Service.
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provides an abstract
message routing
function
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MHAL Communication Service:
MHAL Interface Components

All MHAL Interface Components regardless of processor type provide the same system function.

For GPP or DSP
Processor, these are

SW Drivers that
manipulate interface HW
provided by the SW’s
host processor
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Computational Element

Waveform Waveform
Component Component
#1 #n
| | |
N
MHAL Interface
% Components MHAL_Comm™
— |

Platform-Specific Transport

e

For FPGA Processor, these are
FPGA Interfaces that include a
mechanization of the desired
physical interface
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MHAL Communication Service:
MHAL Message Structure

The MHAL API specifies MHAL Message Structure:
*For commands that are sent via MHAL Communications Function (i.e. MHAL_Comm)
Includes information required to maintain orderly processing of message buffers.

MHAL Message Structure

ﬂj Logical Destination

(15Bits)

Computational Element

Waveform Waveform Length
Component Component
#1 #n

| /
% MHAL Interface MHAL_Comm —— Payload

Components

|

Platform-Specific Transport
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MHAL API Extensions

The MHAL API Extensions specify each CE's MHAL Interface Component.

*A GPP represents a CORBA capable processor (This could be a DSP that supports CORBA.)
*A DSP represents a C capable processor, but does not provide CORBA capability.

*An FPGA represents a HDL capable processor, again without CORBA capability.

The MHAL GPP is the CORBA- The MHAL FPGA consists of an The MHAL DSP is a library of
based SCA CF::Device interface FPGA entity library that is linked standardized components that
into a waveform build are linked into a waveform at build
MHAL GPP [n*] MHAL FPGA Library [n*] MHAL DSP Library [n*]
Computational Element Computational Element Computational Element
Component Component Component Component
A B A B Module A Module B

MHAL
Functions

Platform Specific Platform Specific Platform Specific
Transport Transport Transport

MHALDevice MHAL Entities

RF Chain Commands

RF . The MHAL RF Chain is an
Cosite T abstraction for RF device control.

Amplifier | Resource Resource
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